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Evaluating the mole fraction of hydrogen isotopes in a solid is a difficult task. Few methods allow it to be 
achieved. LIBS is a laser method based on the electronic excitation of elements and the spontaneous emission 
of characteristic optical lines. On a sample containing hydrogen isotopes, 𝛼-type lines can allow the estimate of 
their total mole fraction. In addition, LIBS is a discriminating method because it can separate the contributions 
of isotopes. This paper reports the implementation of this method on thin film-type samples containing hydrogen 
and tritium.

They consist of nanometric layers of palladium and titanium on a silicon substrate. Under irradiation of 
nanosecond laser pulses reaching a fluence of the order of 200 J cm−2, LIBS was performed in argon at 
atmospheric pressure. A detailed spectroscopic study is performed around the T𝛼 line of wavelength 656.039 nm 
of the Balmer series (𝑛 = 3 → 2) of tritium. An analysis based on the reconstruction of the spectrum under 
conditions of local thermodynamic equilibrium is carried out. This leads to the estimate of the tritium mole 
fraction.
1. Introduction

There are still many scientific and technical questions concerning 
the operation of the ITER reactor. Several of them concerns the pen-

etration of tritium into the plasma facing components (beryllium and 
tungsten). This penetration results from the significant particle fluxes 
due to the operating conditions of the machine [1]. It leads to the re-

tention of tritium, which depends on the ageing of the materials [2]. 
These materials can be pulverised and form deposited layers, which ac-

centuates the trapping of tritium [3] which is then no longer available 
for fusion reactions. This trapping leads the concerned materials to be 
radioactive and to the production of helium-3 by radioactive decay [4]. 
The production of helium-3 can then lead to the embrittlement of the 
materials [5,6]. After the implementation of tritium [7], the materials 
concerned must be treated if the total quantity of tritium inside the wall 
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reaches 700 g [3]. This has a significant impact in terms of safety for 
the technicians in charge [8].

In this context, it is essential to have efficient and flexible means 
to make the tritium inventory at different locations on the walls in 
the tokamak. For about fifteen years now [9], the LIBS (Laser-Induced 
Breakdown Spectroscopy) technique has been seriously considered. It is 
based on the laser-matter interaction allowing to obtain a plasma from 
the material to be characterized, which is then the object of a spec-

troscopic analysis [10]. This technique is now commonly used for the 
characterisation of alloys [11] but remains under development for the 
determination of the concentration of light elements in heavy metal 
matrices [12]. Two methods are used. The first stands on a simple 
comparison between the spectra obtained from known reference sam-

ples in terms of composition and those obtained with the sample to be 
characterized [13]. The second (calibration-free) method consists in re-
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nouncing to the use of these reference samples and in proceeding to the 
direct analysis of the spectra with the resolution of the radiative trans-

fer equation to get the composition [14]. In a tokamak where strong 
discrepancies exist locally, it is clear that the first method cannot be 
implemented and only the second method seems to be applicable.

A number of LIBS tests have been carried out on metal samples 
containing deuterium [15]. As far as we know, no work has yet been 
reported exclusively on tritium. It is nevertheless essential to perform 
tests on tritiated samples. The present paper reports a LIBS analysis of 
a metallic material containing tritium.

In the following, the different steps leading to this analysis are suc-

cessively discussed. Due to the radiotoxicity of tritium, a removable 
LIBS platform with a sealed chamber was developed and characterized. 
It was then transported to the site able to manage tritiated samples, 
the Saclay tritium laboratory of the CEA. These samples were prepared 
according to a particular protocol allowing a high concentration. The 
laser experiments led to the observation of spectra where the T𝛼 line 
appears unambiguously. Bursts of successive shots at the same location 
were also carried out in order to obtain information on the concen-

tration gradients. For comparison, an identical sample not loaded with 
tritium has been irradiated with laser under the same conditions. Fi-

nally, all the spectra obtained were reconstructed using our MERLIN 
spectra calculation program based on the resolution of the radiative 
transfer equation [16]. These steps provide quantitative information on 
the tritium content of the samples.

2. Experimental preparation

2.1. LIBS3H platform

The LIBS technique is based on the laser-matter interaction which 
results in the ablation of a small portion of the sample [17]. The ablated 
material is found in the form of gas and dust that can redeposit on 
the sample [18]. If precautions are not taken when analyzing tritiated 
samples, the environment may become contaminated. These samples 
should therefore be kept in a closed chamber to contain the tritium 
contamination especially the dust one generated during the laser-matter 
interaction. A 200 cm3 chamber has been constructed for this purpose. 
It is cylindrical and has windows for optical viewing and visual control. 
The main window is located 8 cm from the bottom where the sample 
is located and transmits the laser pulses. This sealed chamber can be 
cleaned with acids and solvents after LIBS experiments to dissolve the 
tritiated dust. During these experiments, it is swept with high purity 
argon (less than 0.5 ppm of residual H2 + H2O) at a flow rate of the 
order of some 0.1 L min−1 at normal pressure: the laser-induced plasma 
is then very close to LTE (local thermodynamic equilibrium) during 
most of its expansion and its spectral radiance increases [19,20].

The chamber is positioned on the main optical axis of the platform 
(see Fig. 1). The optical assembly consists of four lenses. The two lenses 
L1 and L2 allow to extend the diameter of the beam produced by the 
pulsed laser source before focusing by the lens L0 on the sample placed 
at the bottom of the chamber. This allows the irradiance on the sam-

ple to be increased at fixed energy. The use of a beamsplitter allows 
the collection along the main optical axis of the light emitted by the 
laser-induced plasma. The collected light is sent to an optical fiber after 
focusing by the L3 lens which carries the photons to the spectrometer 
equipped with an emiCCD camera for analysis. The optical elements 
are contained in a retractable opaque box placed on mini-switches con-

nected to an interlock driving the laser source to avoid any accident.

The main optical element is the beamsplitter. It allows the trans-

mission of laser pulses and the reflection of the light to be analysed. 
The latter is reduced to the spectral range concerned by the 𝛼 lines 
of the Balmer series, which corresponds to the most easily observable 
transition in the visible at low mole fraction of hydrogen and its iso-

topes in the laser-induced plasma. Indeed, these lines in the visible 
2

spectral range correspond to maximum Einstein coefficients for the 
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spontaneous emission and to the most populated upper levels of the 
transitions because they are the lowest in energy [21]. The laser source 
must therefore emit light in a different range. Its choice results from a 
compromise.

The available energy of the Nd:YAG sources used repeatedly for LIBS 
experiments decreases as the wavelength decreases. On the other hand, 
the ablation rate (ablated depth per shot) noted 𝑟 is generally lower 
at shorter wavelengths. In order to observe high radiance lines while 
reducing the impact of the laser-matter interaction on the material, we 
have chosen to work with laser pulses at 𝜆𝐿 = 532 nm. The laser source 
used has a frequency of 10 Hz. The pulse duration is 𝜏𝐿 = 6.9 ns. The 
quality factor of this source is 𝑀2 = 16.4. It is therefore not Gaussian. 
Fig. 2 illustrates the irradiance distribution imposed by this source, after 
the L0 lens of the setup in Fig. 1. It can be seen that this distribution 
is quite close to a very homogeneous top-hat distribution in the centre 
without any irradiance peak. The energy delivered per pulse after L0 is 
𝐸𝐿 = 25 mJ and the average irradiance over the diameter 𝑑𝐿 = 110 μm 
of the laser spot on the sample is 𝜑𝐿 = 3.7 × 1014 W m−2 according 
to a mean fluence of 𝐹𝐿 = 260 J cm−2. The Rayleigh distance is 𝑍𝑅 =
1.7 cm so the positioning of the sample with respect to the lens does not 
need to be very precise. The fluctuations of this laser source are of the 
order of Δ𝐸𝐿∕𝐸𝐿 = 0.1% when the source is hot. Thanks to the shutter 
placed on the optical axis, the source can operate continuously without 
irradiating the sample, the laser-matter interaction taking place on the 
aperture control of this shutter.

Table 1 gathers the data related to the LIBS3H platform.

Prior to experiments, the LIBS3H platform is calibrated using a tung-

sten ribbon lamp previously characterized by a certified pyrometer with 
an uncertainty of ∼ 40 K (± 20 K corresponding to ± 8% in terms of 
spectral radiance at 650 nm).

2.2. Samples

• Experimental conditions

Samples were designed in agreement with safety conditions to 
handle. It means ability to handle for the measurement with the 
LIBS3H platform and stability of the sample with no degassing at 
room temperature. The labelling phase of the sample were per-

formed in a dedicated setup for the hydrogen isotope gas phase 
loading in a similar manner whatever the chosen isotope (1H, 2H 
or 3H) in the tritium laboratory from CEA-Paris Saclay. The pro-

tocol used is divided in three steps. In the first step, the sample 
is exposed to a H2 atmosphere (99.9992%) at (573 ± 2) K and 
(1.55 ± 0.05) × 105 Pa. During this step, the uptake of hydrogen 
into the titanium bulk is initialized. Palladium prevents the forma-

tion of titanium oxide acting like a barrier for hydrogen isotope 
absorption. Moreover, traces of water are removed thanks to a cold 
trap at 194.1 K. In the second step, the sample is exposed to the 
labelling isotope (2H or 3H at 99% of isotopic enrichment) gas at-

mosphere in a sealed glass tube. The treatment lasts 1 hour for 
deuterium at (573 ± 2) K and (1.55 ± 0.05) × 105 Pa. The last step 
is the air exposure of the sample during one week before measure-

ment. This permits to remove the labile part of the sample. For the 
tritium samples, a final step is applied. The samples are exposed to 
an air flow at 30 L/min and 373 K for 1 hour.

• Hydrogen isotope uptake

As several metals, palladium and titanium could form hydrides 
depending on pressure and temperature conditions [22–24]. The 
metallic phase noted 𝛼 can dissolve low amount of hydrogen atom 
at room temperature in both cases Pd or Ti (below 0.01% at.). 
However, stable hydride phase could contain, at room temperature, 
more than 50% at. Increasing the temperature to 573 K enhances 
the solubilities of the 𝛼 phases. The used protocol aims at forming 
hydride-phase of Ti, which is rich in H isotope and stable at room 
temperature. Finally, the deuterium atomic fraction in the titanium 

matrix was assessed to 55% by nuclear reaction analysis. For simi-
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Fig. 1. Schematic view of the LIBS3H platform. The beam from the laser source (green figure) is extended by the lenses L1 and L2, passes through the beamsplitter 
and then through the lens L0 which focuses it on the sample placed in the experimental chamber. The laser-induced plasma (in yellow) emits light: the red part 
reflected on the beamsplitter is focused by the L3 lens on the entrance of the optical fiber towards the spectrometer for analysis. (For interpretation of the colours in 
the figure(s), the reader is referred to the web version of this article.)

Table 1

Characteristics of the LIBS3H platform.

Optical element Data Symbol Value

ULTRA CFR QUANTEL Pulse wavelength 𝜆𝐿 532 nm

laser source Energy 𝐸𝐿 30 mJ

Pulse duration 𝜏𝐿 6.9 ns

Repetition rate 𝜈 10 Hz

Quality factor 𝑀2 16.4

Pulse-to-pulse stability Δ𝐸𝐿∕𝐸𝐿 0.1%

L0 Focal length 𝑓0 100 mm

L1 𝑓1 - 50 mm

L2 𝑓2 200 mm

L3 𝑓3 75 mm

ROPER SCT-320 Focal length 𝑓𝑠 320 mm

spectrometer Aperture 𝑓𝑠∕4.6
Grating 𝐺 2400 g mm−1

Optical fiber diameter 𝑑𝑠 200 μm

PI-MAX HBf camera Pixel sensitive surface 13 × 13 μm2

(1024×1024 pixels) Quantum efficiency at 650 nm 𝜂 37%
Fig. 2. Image of the laser irradiance distribution ∼ 30 mm after the lens L0. 
The yellow lines stand for the profile along the vertical and horizontal axes, the 
red lines for a Gaussian interpolation.

lar tritium sample, the tritium atomic fraction was assessed at 53% 
using desorption at 1073 K. As the solubility of hydrogen is below 
3

1 ppm [25], it is assumed that the main content remains in the Ti 
layer. However the cooling down to 293 K in a pure hydrogen iso-

tope gas can lead to a significant part of dissolved species in the 
thin Pd layer.

For experimental reason, the second step was modified for the Pd-

Ti/T-Si sample. The sample was exposed 64 hours at (573 ± 2) K 
and (1.17 ±0.05) ×105 Pa. This lower loading pressure would prob-

ably not affect the sample content because the hydrogen isotope 
atomic fraction in the titanium depends on the titanium/palladium 
interface. Moreover, a longer exposure time could affect the diffu-

sion in the silicon matrix.

• Diffusion in the sample

If the temperature is high to form the titanium hydride, the dif-

fusion of hydrogen isotopes at the concerned temperature plays 
a significant role. At 573 K, Pd hydride could not form below 
2 × 105 Pa but the diffusion through the layer is improved com-

pared to 293 K and can supply the formation of titanium hydride. 
For H diffusion in Pd, the data of Santandrea et al. [26] are used 
over the range of 273-1273 K according to Birnbaum et al. [27]. 
At 293 K, nanometric thin layers of Pd have a very low diffusion 
coefficient [28]. For H diffusion in Ti, the data of Lu et al. [28]

are used over the range of 323-1073 K. For H diffusion in Si (sin-

gle crystal), the data of Ichimiya et al. [29] have been determined 
over the range 673-773 K. They can be extended to from 323 to 
973 K interval according to Pearton et al. [30] and similar to those 
for the diffusion of T according to the same authors. For T diffusion 

in Pd, the data of Buchold & Sicking [31] are used at 293 K. If a 
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Table 2

Characteristics of the diffusion process of H and T within Pd, Ti and Si at 293 K for 𝜏𝑑 = 64 hour.

Material 𝑋 Diffusion of H at 293 K Diffusion of T at 293 K

𝐷𝐻,𝑋 (m2 s−1) Ref. 𝛿𝐻,𝑋 (m) 𝐷𝑇,𝑋 (m2 s−1) Ref. 𝛿𝑇 ,𝑋 (m)

Pd 2 × 10−15 (thin layer [44]) 2.1 × 10−5 1.9 × 10−11 [31] 2.1 × 10−3
Ti 1.6 × 10−15 [28] 1.9 × 10−5 2.0 × 10−15 [28] 2.1 × 10−5
Si 8.0 × 10−19 [29,30] 4.3 × 10−7 8.0 × 10−19 [29,30] 4.3 × 10−7

Table 3

Characteristics of the diffusion process of H and T within Pd, Ti and Si at 573 K for 𝜏𝑑 =
64 hour.

Material 𝑋 Diffusion of H at 573 K Diffusion of T at 573 K

𝐷𝐻,𝑋 (m2 s−1) Ref. 𝛿𝐻,𝑋 (m) 𝐷𝑇,𝑋 (m2 s−1) Ref. 𝛿𝑇 ,𝑋 (m)

Pd 2.9 × 10−9 [26,27] 2.6 × 10−2 2.9 × 10−9 [26,27] 2.6 × 10−2
Ti 4.3 × 10−11 [28] 3.1 × 10−3 3.4 × 10−11 [28] 2.8 × 10−3
Si 5.1 × 10−14 [29,30] 1.1 × 10−4 5.1 × 10−14 [29,30] 1.1 × 10−4
difference should be expected concerning the diffusion of each hy-

drogen isotope due to their different mass, the diffusion coefficient 
could be supposed equivalent in a first approximation. The diffu-

sion is much more influenced by the difference of the substrate 
(Pd, Ti, or Si), and their present defects. These data are summa-

rized in the Tables 2 and 3. To compare the orders of magnitude of 
the diffusion of 𝑌 within 𝑋, it is relevant to use the characteristic 
diffusion length 𝛿𝑌 ,𝑋 defined by the relation between the diffusion 
coefficient 𝐷𝑌 ,𝑋 and the time of diffusion 𝜏𝑑

𝛿𝑌 ,𝑋 =
√
𝐷𝑌 ,𝑋 𝜏𝑑 (1)

The retained diffusion time is fixed to the 64 hours required by the 
uptake tritium process. Tables 2 and 3 show that Pd and Ti layers 
are too thin to limit the diffusion into Si and that the diffusion 
within the Si substrate significant.

• Hydrogen isotope in the silicon

No specific measurement was performed to estimate the hydrogen 
isotope content in the silicon matrix but regarding some studies, 
hydrogen can diffuse through Si [25,32–35]. During the absorption 
phase, hydrogen isotope can reach the Ti/Si interface and could in-

teract with the Si substrate. At 573 K, hydrogen diffuses into Si in 
atomic form as interstitial [33]. In the usual experiments designed 
to measure hydrogen diffusion in single crystal silicon, the atom 
density is low because the source is (1) a low pressure hydrogen 
plasma, or (2) molecular hydrogen directly interacting with the 
surface (so-called infusion experiments). The density of atoms on 
the surface is then in case (2) conditioned by the dissociative ad-

sorption of H2 [34], which leads to low densities similar to case (1). 
In case (1) or (2), the density of atoms on the surface is then typ-

ically 1021 m−3 [29], 1024 m−3 [35], 1025 m−3 [35,37], 1026 m−3

[38–41], 1027 m−3 [36,42,43]. In the present case, the presence of 
the titanium layer containing a density of the order of 1028 m−3

hydrogen atoms provides a sufficient source for diffusion into the 
silicon layer. Indeed, the strong tendency to form Si-H bonds means 
that silicon can be strongly charged with hydrogen [36].

The analysis by LIBS has permitted to investigate the high hydrogen 
isotope content from the Pd/Ti layers but also the traces present in 
the silicon substrate. In order to carry out spectral comparisons, other 
samples were irradiated. These samples were titanium samples (TA6V 
type) and a silicon wafer. All the samples studied in this paper are listed 
4

in Table 4.
3. Results

3.1. Impact of laser-matter interaction on the sample

The surface of the Pd-Ti-Si and Pd-Ti/D-Si samples has been ob-

served by scanning electron microscopy. It consists of a fairly regular 
paving based on about 30 μm×30 μm squares. When the laser-matter 
interaction occurs, the surface is modified. This can be seen on Fig. 3

where between 1 and 10 shots were fired at the same location on the 
samples. A circle of material about 𝑑𝑚 = 200 μm in diameter is formed 
from the first shot. Its height increases from shot to shot. After 5 shots, 
this height is about 10 μm and it is about 20 μm after 10 shots. In the 
centre, a small dome forms with similar heights. These formations are 
neither due to the diameter of the laser spot on the sample (we observe 
that 𝑑𝐿 < 𝑑𝑚), nor to a defect of uniformity of the irradiance distribu-

tion (see section 2.1).

Fig. 4 displays details. From the first shot, we can see the smoothing 
of the asperities of the paving mentioned above. As the number of shots 
increases, a solidified layer is formed, forming characteristic folds on 
the periphery. This is the sign of a solid → liquid phase change usual 
for laser-matter interaction at the nanosecond scale [45]. At the edge 
of this solidified sheet, Fig. 5 shows that the structure of the material is 
different depending on the nature of the sample. Since the two images 
in Fig. 5 differ in deuterium charge, we conclude that the sample is 
indeed modified by the charge and that this modification leads to the 
modification of the laser-matter interaction.

3.2. Ablation rate estimate

The palladium and titanium layers are a few tens of nm thick, which 
is quite small. To allow a profilometric measurement, the ablation rate 
𝑟 must be low. Low spectral radiance is expected, as it is proportional to 
the ablated mass as a first approximation. In order to estimate this abla-

tion rate, the spectroscopic observation conditions must be optimised.

According to the spectroscopic tables [21,46–48], palladium does 
not emit any atomic or ionic lines in the range [653, 659] nm where 
the 𝛼 lines of the Balmer series of hydrogen isotopes can be observed. 
The spectrum of palladium is rather rich in the UV. In particular, the 
line at 340.458 nm has an Einstein coefficient of spontaneous emission 
greater than 108 s−1 and an upper level of the associated transition at 
about 4.5 eV. Titanium emits readily in the [653, 659] nm range. Silicon 
does not emit in this range. In the UV, its spectrum is also quite rich. 
The line at 288.158 nm has similar characteristics to palladium. Table 5

gathers these lines.

We carried out test shots at the same location on a virgin sample 

(neither thermal preparation nor tritiation, Pd-Ti-Si samples) under the 
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Table 4

Studied samples.

Label Composition Thickness Preparation

(along the pulse propagation) (nm)

Pd-Ti-Si Palladium 16 Sputtering of Pd target

Titanium 55 Sputtering of Ti target

Silicon ∞ (wafer) Industrial

Pd-Ti/D-Si Palladium 16 Sputtering of Pd target

Titanium + Deuterium 55 Sputtering of Ti target

Silicon ∞ (wafer) Industrial

Pd-Ti/T-Si Palladium 16 Sputtering of Pd target

Titanium + Tritium 55 Sputtering of Ti target

Silicon ∞ (wafer) Industrial

Ti-Al-V Ti (90 w%, 86.2 mol%)

+ Al (6 w%, 10.2 mol%) ∞ (metal) Industrial (TA6V)

+ V (4 w%, 3.6 mol%)

Si Silicon ∞ (wafer) Industrial

Fig. 3. Evolution of the crater for 1 to 10 shots performed at the same location for the Pd-Ti-Si (top) and the Pd-Ti/D-Si (bottom) samples.
Fig. 4. Aspect of the crater for 1 (left) and 10 (right) shots performed at the 
same location for the Pd-Ti-Si (top) and the Pd-Ti/D-Si (bottom) samples.

nominal irradiance conditions. In the following, the gate-delay 𝑡 is mea-

sured with respect to the time when the laser pulse reaches the sample 
and the gate width Δ𝑡 corresponds to the recording time of the signal. 
5

Thus, when (𝑡, Δ𝑡) is given, the signal is accumulated during the time 
interval [𝑡, 𝑡 + Δ𝑡]. The measurements were performed under the con-

ditions (𝑡, Δ𝑡) = (10, 2) μs (see section 3.3).

The lines of Table 5 are easily observed. Fig. 6 shows the evolution 
of their spectral radiance at the centre of the line with respect to that 
observed at the first pulse 𝐿𝜆

𝐿𝜆0
as a function of the shot number 𝑛𝑝. No 

uncertainty is estimated, the discussion being qualitative. It is important 
to mention that the silicon line is observed from the first shot, which 
indicates that the average ablation rate exceeds the value of the cumu-

lative thickness of the palladium and titanium layers. It can therefore 
be stated that

𝑟𝑚𝑖𝑛 > 𝑧𝑃𝑑 + 𝑧𝑇 𝑖 ∼ 80 nm (2)

This observation is consistent with the fact that the radiance level of 
the titanium lines also undergoes a continuous decrease. If the average 
ablation rate had been lower than the depth of the titanium layer, the 
signal would have increased during the second pulse. This conclusion is 
supported by the results of the work of Torrisi et al. [49] on palladium, 
of Reimers et al. [50] on titanium and of the review by Schutz et al. [51]

on silicon.

Let us analyse in detail the laser-matter interaction from one layer 
to the other. The characteristic absorption length of palladium is the 
inverse of the light absorption coefficient 𝛼𝑃𝑑 which is related to the 
complex part 𝑘𝑃𝑑 of the refractive index by [52]

𝛼𝑃𝑑 =
4𝜋𝑘𝑃𝑑
𝜆𝐿

(3)

Avila et al. [53] have measured the influence of low hydrogen absorp-

tion on this complex part in the optical range [400, 900] nm of a 10 nm 
thick palladium thin layer. They showed that its value is reduced from 
20% at 532 nm at room temperature, i.e. when the hydrogen absorption 

is not optimised. This leads to an increase in the characteristic absorp-
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Table 5

Spectral database.

Line Transition 𝑖← 𝑘 𝜆 (nm) 𝐴𝑘𝑖 (s−1) 𝑔𝑖 - 𝑔𝑘 𝐸𝑖 (eV) - 𝐸𝑘 (eV) Ref.

H𝛼 (2p2P𝑜+2s2S) - (3p2P𝑜+3s2S+3d2D) 656.283 4.41 × 107 8 - 18 10.199 - 12.088 [48]

T𝛼 (2p2P𝑜+2s2S) - (3p2P𝑜+3s2S+3d2D) 656.039 4.41 × 107 8 - 18 10.203 - 12.092 [48]

Pd I 4d9(2D5∕2)5𝑠 2[5∕2] - 4d9(2D5∕2)5𝑝 2[7∕2]𝑜 340.458 1.34 × 108 7 - 9 0.814 - 4.454 [21]

Si I 3s23p2 1D - 3s23p4s 1P𝑜 288.158 2.17 × 108 5 - 3 0.781 - 5.082 [21]

Ti I (4F)4p y5G - (4F)4d e5H 653.642 1.74 × 106 13 - 15 3.337 - 5.233 [46]

Ti I (4F)4p y5F - (4F)4d 5F 654.304 1.62 × 107 3 - 3 3.545 - 5.440 [46]

Ti I (4F)4s b3F - (1D)sp x3F 654.627 1.41 × 106 5 - 5 1.430 - 3.323 [46]

Ti I (4F)4p y5F - (4F)4d 5F 654.833 1.76 × 107 7 - 7 3.559 - 5.452 [46]

Ti I (4F)4s b3F - (1D)sp x3F 655.422 1.34 × 106 7 - 7 1.443 - 3.334 [21], [46]

Ti II (3F)4d 2P - (3F)4f 4P 655.564 7.49 × 106 4 - 2 8.281 - 10.172 [46]

Ti I (4F)4s b3F - (1D)sp x3F 655.606 1.45 × 106 9 - 9 1.460 - 3.351 [21], [46]

Ti II (3P)4s b2P - (3F)4p z2D 655.959 3.71 × 105 2 - 4 2.048 - 3.937 [46]

Ti II (3F)4d 2P - (3F)4f 4P 656.550 3.93 × 106 4 - 4 8.281 - 10.169 [46]

Ti I (4F)4p y5F - (4F)4d f5F 656.550 2.30 × 107 11 - 11 3.583 - 5.471 [46]

Ti I (4F)4p y5𝐹 - (4F)4d 5F 657.226 7.12 × 106 7 - 5 3.559 - 5.445 [46]

Ti I (2H)4s a1H - (1G)sp y1G 657.516 2.18 × 106 11 - 9 2.578 - 4.463 [46]

Ti I (1D)sp x3F - (4F)4d e3H 658.185 1.24 × 106 9 - 9 3.351 - 5.234 [46]

Ti I (4F)4p y5F - (4F)4d 5F 658.525 5.08 × 106 9 - 7 3.569 - 5.452 [46]

V I d3s2 a4P - (5D)4p z4P 653.142 3.77 × 106 6 - 6 1.218 - 3.116 [46]
Fig. 5. Structure of the external border of the crater beyond the circular en-

hancement, around 200 μm from the centre.

tion length to 15 nm (𝑘𝑃𝑑 = 2.9). A stronger increase can be expected 
as the hydrogen mole fraction increases. This results in the palladium 
layer optically attenuating the laser irradiance by about 60%. The opti-

cal properties of hydrogenated titanium have been studied by Palm et 
al. [54]. The progressive increase in the amount of hydrogen contained 
in titanium leads to a decrease in the real part 𝜖1 and an increase in the 
imaginary part 𝜖2 of the dielectric function. The temperature increase 
only influences 𝜖2 at 532 nm. Their results lead to 𝑘𝑇 𝑖 ∼ 1, 7, which 
6

leads to a value of the characteristic absorption length of the order of 
25 nm. The absorption of the pulse takes place in the Pd-Ti thin layers 
since the irradiance at the Ti-Si interface is only

𝜑
(
𝑧𝑃𝑑 + 𝑧𝑇 𝑖

)
𝜑𝐿

= 𝑒−
(
𝛼𝑃𝑑𝑧𝑃𝑑+𝛼𝑇 𝑖𝑧𝑇 𝑖

)
∼ 0.03 (4)

The silicon beyond this point absorbs the rest of the pulse. The char-

acteristic absorption length at 532 nm is 1 μm according to Bucher et 
al. [55]. This small amount of energy little contributes to the production 
of the observed plasma and serves rather to preheat the silicon submit-

ted to the diffusion of the thermal energy deposited in the Pd and Ti 
layers. This diffusion takes place over the characteristic length

𝑧𝑆𝑖 ∼
√
𝑎𝑆𝑖 𝜏𝐿 (5)

similar to equation (1) where 𝑎𝑆𝑖 is the thermal diffusivity of silicon. 
Yamamoto et al. [56] have shown that 𝑎𝑆𝑖 depends little on the tem-

perature above 800 K in both the solid and liquid states. The obtained 
value 𝑎𝑆𝑖 ∼ 2 × 10−5 m2 s−1 leads to 𝑧𝑆𝑖 ∼ 380 nm. The depth of the 
crater, i.e. the ablation rate, is therefore close to 𝑧𝑆𝑖. Note that this rate 
is lower than the ablated depth on silicon at 532 nm for fluences of the 
order of 10 J cm−2, which corresponds globally to 0.03 × 𝐹𝐿 according 
to Schutz et al. [51]. This is logical because in the present case the en-

ergy is preferentially dissipated in the Pd-Ti thin layers and not in the 
silicon, as a direct experiment on Si would require for the measurement 
of its ablation rate. The value of 𝑧𝑆𝑖 is very large compared to the thick-

ness of the Pd-Ti thin films. The energy deposition therefore takes place 
in the Pd-Ti thin layers, but the ablation takes place preferentially in 
the silicon. The hydrogen and tritium observed in the spectra will not 
only be due to their presence in these layers but also to these species 
having diffused into the silicon since 𝛿𝐻,𝑆𝑖 > 𝑧𝑆𝑖 and 𝛿𝑇 ,𝑆𝑖 > 𝑧𝑆𝑖.

Regarding Fig. 6, the results seem to be consistent with an exponen-

tial decay of the type

𝐿𝜆

𝐿𝜆0

= 𝑒−(𝑛𝑝−1)∕𝑛𝑟,𝜆 (6)

In equation (6), 𝑛𝑟,𝜆 is the number of pulses characteristic of the decay 
of the signal at wavelength 𝜆. We have 𝑛𝑟,340.458 = 0.7, 𝑛𝑟,654.304 = 0.9, 
𝑛𝑟,654.627 = 1.1 and 𝑛𝑟,657.516 = 1.2. Thus, on average, 𝑛𝑟 = 1 char-

acteristic pulse is obtained. This means that after 3 pulses, the signal 
has lost its order of magnitude at the first pulse. As the pulses show a 
rather slow radial decrease of the irradiance at the periphery (cf. 2.1), 
the residual signal is then only due to the inefficient ablation still taking 

place at the periphery of the pulse.
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Fig. 6. Evolution of the central line normalized spectral radiance with respect 
to the first one for the lines in part listed in Table 5. The dashed lines refer to 
the exponential interpolation.

3.3. Emission of Si, Ti-Al-V, Pd-Ti-Si and Pd-Ti/T-Si

The acquisition conditions have been chosen to reduce the LTE de-

parture of the laser-induced plasma. The value of the gate delay must 
therefore be low so that the recombination does not lower the electron 
density too much. Conversely, the plasma must have time to recombine 
so that the Stark broadening of the emitted lines is low, in particular 
that of the hydrogen isotope lines. A satisfactory spectral resolution is 
then obtained. But the radiance of these lines is then reduced. As a shot 
after shot observation is necessary due to the small layers thickness of 
the samples studied, a fairly long gate width is required. After several 
tests, a gate delay of 10 μs and a gate width of 2 μs have been consid-

ered as satisfactory. These conditions are very close to the ones adopted 
by Eseller et al. [57] for the LIBS diagnosis of hydrogen in the gas phase. 
They are also close to the conditions adopted by Almaviva et al. [58] for 
the measurement of H and D in tungsten samples for which the gate de-

lay is of the order of several μs. The configuration is a bit different here 
because the presence of a tungsten line at 656.320 nm interferes with 
the 𝛼 lines of hydrogen isotopes. Marin Roldan et al. [59] have carried 
out LIBS measurements (under argon) of the composition of samples 
made of tungsten and zirconium loaded with deuterium. Here too, the 
gate delay is of the order of several μs, as is the gate width, in order to 
achieve sufficient spectral resolution. A study by Gaviola et al. [60] fo-

cuses on LIBS measurements of deuterium in titanium. Unfortunately, 
no information is reported on the gate delay and gate width values. 
A study by Man [61] reports the evolution of the spectrum of a tita-

nium plasma obtained in air under conditions close to our own. After 
a sharp drop in the intensity of the initial recombination continuum 
typical of all laser-induced plasmas, the intensity of the titanium lines 
undergoes a rather slow decrease from a gate delay of 800 ns. After 
2.5 μs, the intensity of these lines is about divided by a factor of five. 
Moreover, the decrease in the electron temperature is also slow around 
6000-8000 K. These evolutions and values are also observed for silicon 
plasmas [62,63]. In any case, the chosen gate delay value exceeds the 
instant from which the evolutions of the plasma parameters are slow 
and the electron density is still important. The measurements reported 
in the following have therefore been carried out under the conditions 
(𝑡, Δ𝑡) = (10, 2) μs.

In order to clearly demonstrate the contribution of tritium to the 
observed spectra over the spectral range of interest [653, 659] nm, ref-

erence spectra were measured on a Si sample, a Ti-Al-V sample [TA6V 
of composition Ti (90 w%, 86. 2 mol%), Al (6 w%, 10.2 mol%), V 
(4 w%, 3.6 mol%)], a Pd-Ti-Si sample and a Pd-Ti/T-Si sample (see Ta-

ble 4). Fig. 7 illustrates the spectra obtained. The uncertainty due to the 
conversion process from the signal level to the spectral radiance corre-
7

sponds to about ± 9% of the final spectral radiance. This value results 
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Fig. 7. Spectra observed on the range [653, 659] nm resulting from one single 
pulse delivered on the samples Si, Ti-Al-V, Pd-Ti-Si and Pd-Ti/T-Si using the 
LIBS3H platform in argon in the gate conditions (𝑡, Δ𝑡) = (10, 2) μs.

from the calibration uncertainty of the pyrometer used to measure the 
spectral radiance of the tungsten ribbon lamp at 650 nm (40 K corre-

sponding to ± 8% of the spectral radiance) and to the setting precision 
on the power supply driving the ribbon lamp current (with the contri-

bution of ± 1%).

1. Si sample

No silicon lines appear in the spectrum. Only the H𝛼 line is ob-

served. This very weak line is due to the residual presence of 
hydrogen in the high purity ambient argon filling the experimental 
chamber.

2. Ti-Al-V sample

This very small contribution can be seen in the Ti-Al-V spectrum. 
However, most of the spectrum is due to Ti I transitions (see Ta-

ble 5). It is interesting to note that a low intensity Ti II transition 
appears in the spectrum at 655.959 nm. The observation of this line 
is a sign of a significant ionization rate. However, it has a low inten-

sity, which suggests a low value of electron density confirmed by 
the Stark broadening of the lines, which does not exceed 0.25 nm. 
There is also a contribution to the spectrum from a vanadium line 
observed at 653.142 nm. This is due to the fact that the sample is in 
fact commercial TA6V, whose mole fraction of vanadium reaches 
3.6%.

3. Pd-Ti-Si sample

Of course, the vanadium line is not observed in the spectrum 
obtained on this sample. The spectrum has the same feature, al-

though characterized by a lower spectral radiance. This is due to 
the fact that the amount of ablated titanium is obviously lower, 
the Pd-Ti-Si sample being a multilayer sample. This spectrum is 
particularly distinct from that obtained on Ti-Al-V over the range 
[656.0, 656.5] nm. Indeed, the spectral radiance relative to that of 

the lines observed around 655.5 nm increases from one sample to 
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Fig. 8. Normalized spectra observed on the range [653, 659] nm resulting 
from one single shot delivered on the samples Pd-Ti-Si and Pd-Ti/T-Si us-

ing the LIBS3H platform in argon in the gate conditions (𝑡, Δ𝑡) = (10, 2) μs. 
The contributions due to the H𝛼 and T𝛼 lines are observed on the interval 
[655.7, 656.7] nm.

the other, while remaining lower than those of these lines, which 
are the most intense of all those observed on Fig. 9.

4. Pd-Ti/T-Si sample

The spectrum is weaker than the previous ones. This means that the 
ablation is performed differently. This time, the spectral interval 
[656.0, 656.5] nm is characterized by a higher spectral radiance 
than the lines around 655.5 nm which are always observed. This is 
due to the contribution of the H𝛼 and T𝛼 lines.

As the decrease in spectral radiance is significant, it is interesting 
to normalize the obtained spectra. We have chosen to normalize with 
respect to the spectral radiance observed at 655.4 nm removing the 
background contribution (cf. Fig. 8). Thus, the spectral radiance of the 
peak of the Ti I line at 654.833 nm corresponds to unity and that of the 
Ti I line at 655.483 nm corresponds to 2. With this procedure, the ob-

tained spectra are quite similar, except in the range [655.7, 656.7] nm 
where the contributions of the H𝛼 and the T𝛼 lines are unambiguously 
observed.

It can be seen that the peaks of the lines are discernible, even if the 
Rayleigh criterion is not fulfilled. The distinction between hydrogen and 
tritium is therefore possible.

3.4. Shot to shot Pd-Ti/T-Si emission

We recorded the spectrum of the next 4 shots obtained in the same 
crater to see the correlation with Fig. 6. Fig. 9 illustrates the results 
obtained. It can be seen that the titanium lines disappear from the spec-

trum in the third shot for which even the Ti I line at 657.516 nm is no 
longer observable. This is consistent with Fig. 6. On the other hand, the 
distinction between tritium and hydrogen is still possible. Indeed, the 
T𝛼 line disappears from the spectrum more quickly than the H𝛼 line.

This disappearance is obvious when the spectra obtained at each 
laser pulse are normalized to the central spectral radiance of the H𝛼

line. Fig. 10 illustrates this normalization with subtraction of the back-

ground contribution. From the second pulse onwards, the contribution 
to the spectrum of the T𝛼 line becomes smaller than that of the H𝛼 line. 
Along the pulses series, the tritium signal disappears: it is reasonable to 
assume that tritium is no longer detectable in the spectrum of the 5th 
pulse.

By the second pulse, the Ti I line at 656.550 nm no longer con-

tributes to a spectral radiance enhancement on the wing of the H𝛼

line. Fig. 10 also shows that the other titanium lines disappear from 
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the spectrum at the second pulse while the T𝛼 line is still observable, 
Journal of Nuclear Materials 591 (2024) 154924

Fig. 9. Spectra observed on the range [653, 659] nm resulting from 5 successive 
laser pulses delivered at the same location on the sample Pd-Ti/T-Si using the 
LIBS3H platform in argon in the gate conditions (𝑡, Δ𝑡) = (10, 2) μs.

although attenuated. This indicates that tritium is present in signifi-

cant quantities beyond the titanium layer, in the silicon substrate, even 
if a possible activation of additional diffusion due to the heating fol-

lowing the laser irradiation cannot be excluded. When these lines have 
disappeared, the H𝛼 line is found to have its wing between 656.3 nm 
and 656.5 nm almost superimposable from one shot to another. The T𝛼
line does not have sufficient broadening to contribute to the spectral 
radiance at these wavelengths. This means that the plasma has a con-

stant electron density from one shot to the next for the gate delay and 
gate width conditions chosen. We also note that the spectral radiance 
maximum of the H𝛼 line is slightly shifted in wavelength. The electron 
density of the plasma is indeed sufficient to induce a slight Stark shift 
𝛿𝜆𝛼,𝑆 . This shift and the broadening of the line at half maximum Δ𝜆𝛼,𝑆
allow an approximate determination of the electron density.

The paper of Gigosos et al. [64] allows us to determine the electron 
density 𝑛𝑒 from the full width at half maximum Δ𝜆𝛼,𝑆 of the H𝛼 line, 
which can be expressed mathematically by

𝑛𝑒 [m−3] = 1022
(Δ𝜆𝛼,𝑆 [nm]

0.252

)1.67049
(7)

On Fig. 10, the full width at half maximum for pulse 5 is estimated to 
be about 0.22 nm. This gives an approximate value of 𝑛𝑒 of the order 
of 8 × 1021 m−3. The value of the Stark shift is close to 0.02 nm. It is 
quite approximate due to the low spectral resolution at this scale. The 
values measured by Buscher et al. [65] at low electron density can be 
interpolated by the relation

𝑛𝑒 [m−3] = 1022
(
𝛿𝜆𝛼,𝑆 [nm]
0.00413

)0.9128
(8)

From the equation (8), we derive a value close to 4 ×1022 m−3. We can 

conclude that the electron density is 𝑛𝑒 ∼ 1022 m−3.
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Table 6

Minimum electron density 𝑛𝑒,𝑚𝑖𝑛(X) to obtain a X plasma in LTE at 𝑇𝑒 = 8000 K according 
to different authors.

Criterion Year - Ref. 𝑛𝑒,𝑚𝑖𝑛(Si) 𝑛𝑒,𝑚𝑖𝑛(Ti) 𝑛𝑒,𝑚𝑖𝑛(H-T) 𝑛𝑒,𝑚𝑖𝑛(Ar)

Wilson 1962 - [67] 2.9 × 1024 1.7 × 1024 1.4 × 1025 2.1 × 1025
Griem 1963 - [68] 1.1 × 1021 1.1 × 1020 9.5 × 1021 1.4 × 1022
McWhirter 1965 - [69] 1.6 × 1021 6.4 × 1019 1.5 × 1023 2.3 × 1023
Drawin 1969 - [70] 1.2 × 1020 1.3 × 1017 9.9 × 1021 8.1 × 1022
Hey 1976 - [71] 9.1 × 1022 6.9 × 1021 1.2 × 1024 1.8 × 1024
Fujimoto and McWhirter 1990 - [72] 5.5 × 1023
Fig. 10. Normalized spectra observed on the range [655, 657] nm resulting 
from the successive pulses delivered on the sample Pd-Ti/T-Si using the LIBS3H 
platform in argon in the gate conditions (𝑡, Δ𝑡) = (10, 2) μs. The normalization 
is performed with respect to the H𝛼 line central spectral radiance. The blue area 
corresponds to the last pulse.

3.5. Departure from LTE discussion

We can verify if the previous order of magnitude is compatible with 
the LTE of the laser-induced plasma. This can be done indirectly by 
studying various simple criteria. They give a minimum electron density 
𝑛𝑒,𝑚𝑖𝑛(X) allowing the plasma of species X to be at LTE. This density 
is basically derived from simplified expressions of the electron impact 
excitation cross sections of the species considered and the Einstein coef-

ficients of spontaneous emission. They involve the largest energy differ-

ence between two successive excited levels or that related to the 𝐸2−𝐸1
resonance transition, their degeneracy factor, a Gaunt factor ⟨�̄�⟩ [66]

and the electron temperature 𝑇𝑒. Table 6 gathers the results obtained for 
this minimum electron density according to Wilson [67], Griem [68], 
McWhirter [69], Drawin [70], Hey [71] and Fujimoto & McWhirter [72]

for plasmas of Si, Ti, H-T and Ar at 𝑇𝑒 = 8000 K. This temperature level 
is considered owing to the estimate of 𝑇𝑒 performed in section 3.6.2.

These results extend over a fairly wide range for each of the atoms 
considered. For Ti, it seems that the electron density obtained in the sec-

tion 3.4 is sufficient. Indeed, only the Wilson and Fujimoto & McWhirter 
criteria are not fulfilled. For Si, the results are also rather favourable. 
On the other hand, for H or T, the 𝑛𝑒 ∼ 1022 m−3 value obtained in 
section 3.4 corresponds to the low values listed in Table 6. For Ar, the 
value 𝑛𝑒 ∼ 1022 m−3 is found only for Griem.

Among the previous criteria, two have a special place. Griem’s cri-

terion is historical and McWhirter’s criterion is now established in the 
LIBS research community. They are based on similar approaches. The 
Griem criterion compares the decrease in the number of particles on the 
fundamental level by electron impact excitation to the first resonant 
level and the increase in this number by resonant radiation from the 
same level. The McWhirter criterion does the same thing but generalises 
this approach to all levels. Mathematically, they exploit approximate 
(hydrogen-like) analytical forms for excitation cross sections and Ein-
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stein coefficients of spontaneous emission. They should therefore not be 
Table 7

Characteristic time and length scales for 𝑛𝑒 = 1022 m−3 and 𝑇𝑒 = 8000 K 
according to Drawin [74].

Element Si Ti H, T Ar

𝐸1 - 𝐸2 (eV) 0 - 4.930 0 - 2.396 0 - 10.199 0 - 11.624

𝑓12 2.10 × 10−1 1.70 × 10−2 4.16 × 10−1 6.75 × 10−2
Ψ1 1.33 × 10−4 9.34 × 10−3 1.93 × 10−8 1.77 × 10−9
𝛼𝐶𝑅 (m3 s−1) 4.10 × 10−17
𝜏𝑖 (s) 2.60 × 10−6 2.22 × 10−7 1.87 × 10−2 1.43 × 100
𝜏𝑟 (s) 2.44 × 10−6
𝜏𝑝 (s) 1.26 × 10−6 2.04 × 10−7 2.44 × 10−6 2.44 × 10−6
𝜆𝑔 (m) 2.38 × 10−7 4.67 × 10−8 1.46 × 10−4 1.36 × 10−4

considered too restrictively. Moreover, these criteria do not take into ac-

count self-absorption because no characteristic dimension of the plasma 
under consideration is involved. This self-absorption reduces the thresh-

old electron density to obtain the LTE. This is discussed in the article 
by Cristoforetti et al. [73] which specifies after a review that a reduc-

tion of a factor of 10 on the threshold indicated by McWhirter can be 
reasonably considered.

On the other hand, the value of the gate delay 𝑡 = 10 μs chosen for 
our experiments is large. It can be compared to the time 𝜏𝑝 needed 
for the plasma to reach equilibrium while recombining. According to 
Drawin [74], this characteristic time is related to the characteristic 
times of ionization 𝜏𝑖 and recombination 𝜏𝑟 of the plasma by

1
𝜏𝑝

∼ 1
𝜏𝑖

+ 1
𝜏𝑟

(9)

since the plasma is in a quasisteady state. The characteristic ionization 
time is given by

𝜏𝑖 ∼
𝐴

𝑛𝑒 𝑓12 Ψ1

(
𝐸2−𝐸1
𝑘𝐵 𝑇𝑒

) 𝐸2 −𝐸1

𝐸𝐻
1

√
𝑘𝐵 𝑇𝑒

𝐸𝐻
1

(10)

and the characteristic recombination time by

𝜏𝑟 ∼
1

𝑛𝑒 𝛼
𝐶𝑅

(11)

in which 𝐴 = 8.9 × 1012 s m−3, 𝑓12 is the absorption oscillator strength 
of the resonance transition, 𝐸𝐻

1 is the ionization energy of the hydro-

gen atom and 𝛼𝐶𝑅 is the collisional-radiative recombination coefficient. 
This coefficient and the Ψ1 function are given by Drawin [74]. Table 7

gives these characteristic times calculated for the different atoms form-

ing the plasma for an electron density 𝑛𝑒 = 1022 m−3 and an electron 
temperature 𝑇𝑒 = 8000 K. It can be seen that 𝜏𝑝 is of the order of a 
few μs. The choice of a gate delay of 𝑡 = 10 μs is thus favourable to the 
achievement of LTE.

The plasma expands into the surrounding argon gas at a very high 
initial velocity. Its expansion speed is hypersonic. Then, as it expands, 
its internal density gradients relax. In particular, argon and species in 
the ablated sample diffuse mutually. Around 𝑡 = 10 μs, the plasma ra-

dius can easily reach the value 𝑧𝑝 = 1000 μm. This corresponds to the 
spatial scale of these gradients. In order to assess the uniformity of 
the plasma, it is interesting to calculate the characteristic relaxation 

length 𝜆𝑔 of the inhomogeneities. Using the information provided by 
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Drawin [74], we have calculated the values of 𝜆𝑔 for the plasma species 
adopting a relative density deviation of 50% as the uniformity criterion. 
Table 7 lists the values obtained. It can be seen that 𝑧𝑝 exceeds 𝜆𝑔 by 
a large margin. It is therefore reasonable to assume that the plasma is 
almost uniform. This conclusion is reinforced by the use of argon as am-

bient gas. It is indeed known that this gas allows to obtain homogenous 
laser-induced plasmas [75].

Under these conditions, we can conclude that it is reasonable here 
to consider the laser-induced plasma under the conditions of the previ-

ous sections as being at LTE and uniform. The spectra have therefore 
been reconstructed using the MERLIN (MultiElemental Radiative equi-

LibrIum emissioN) code [16].

3.6. Spectra reconstruction

A uniform LTE plasma of length 𝑧𝑝 and temperature 𝑇 has a spectral 
radiance driven by

𝐿𝜆,𝑇 =𝐿0
𝜆,𝑇

(
1 − 𝑒𝛼𝜆,𝑇 𝑧𝑝

)
(12)

where 𝐿0
𝜆,𝑇

is the spectral radiance of the blackbody and 𝛼𝜆,𝑇 is the ab-

sorption coefficient [76]. This coefficient depends on the set of radiative 
elementary phenomena that can take place such as

𝛼𝜆,𝑇 =
∑
𝑋,𝑗

𝛼
(𝑋,𝑗)
𝜆,𝑇

+ 𝛼𝑅𝐼 + 𝛼𝐼𝐵 (13)

where the sum is extended to all 𝑋-species participating to the emit-

ting medium and to all 𝑗-bound transitions denoted 𝑘 → 𝑖. The indices 
RI and IB refer to radiative ionization and inverse Bremsstrahlung, re-

spectively. Under the gate delay conditions 𝑡 where the experiments 
were performed, the electron density 𝑛𝑒 is of the order of 1022 m−3. 
The contribution to the spectrum of radiative ionization and inverse 
Bremsstrahlung is therefore negligible [77,78]. The absorption coeffi-

cient thus results from the contribution of each bound transition 𝑗 due 
to the species 𝑋 written as, including stimulated emission [79]

𝛼
(𝑋,𝑗)
𝜆,𝑇

= 𝑒2

4𝜖0𝑚𝑒𝑐
2 𝜆

2 𝑓𝑖𝑘
[
𝑋𝑖

]
𝑃 (𝜆)

(
1 − 𝑒

− ℎ𝑐

𝜆𝑘𝐵𝑇𝑒

)
(14)

where 𝑒 is the electron charge, 𝜖0 the vacuum electric permittivity, 𝑚𝑒

the electron mass, 𝑐 the speed of light, 𝑓𝑖𝑘 the absorption oscillator 
strength of the transition, ℎ the Planck’s constant and 𝑘𝐵 the Boltz-

mann’s constant. 𝑃 (𝜆) is the normalized profile of the line emitted due 
to the Stark and Doppler effects [80]. The Stark effect is taken into ac-

count by the half width at half maximum of the line relative to the 𝑘 → 𝑖

transition concerned. This broadening is proportional to the electron 
density in a first approximation. Over the [653, 659] nm range, only 
the H𝛼 line is well known concerning the relationship between the Stark 
broadening parameters and the electron density. Recently, a thorough 
experimental study has been reported by Mijatovic et al. [81] concern-

ing the determination of Δ𝜆𝛼,𝑆 . In the following, we have therefore 
preferred to use these results rather than those reported by Gigosos et 
al. The D𝛼 line has Stark broadening parameters very close to those of 
the hydrogen atom [82]. In the absence of reference data for tritium, 
we have assumed that isotopic effects remain negligible. Thus, the Stark 
broadening parameters of the T𝛼 line are assumed to be identical to 
those of the H𝛼 line. For the other lines, the default broadening recom-

mended by Zeng et al. [83] is used. For Ti I lines in the [460, 475] nm 
spectral range, Hanif et al. [84] report a half width at half maximum 
of the order of 0.2 nm for an electron density of the order of 1022 m−3. 
The Ti II lines seem to be characterized by an identical broadening. This 
value is consistent with the default value recommended by Zeng et al.. 
The results reported by Lednev et al. [85] over the [345, 400] nm range 
where a large number of Ti II lines are involved confirm that the Stark 
broadenings of the Ti I and Ti II lines are identical under low electron 
density conditions and are correctly reproduced by the Zeng et al. cor-√
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relation. The Doppler broadening Δ𝜆𝑘𝑖,𝐷 is proportional to 𝑇𝑋∕𝑚𝑋
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with 𝑇𝑋 the kinetic temperature of the 𝑋 species concerned of mass 𝑚𝑋 . 
Here, equilibrium induces the equality 𝑇𝑋 = 𝑇𝑒. An apparatus function 
is also taken into account. It is of the Lorentzian type for which width 
at half maximum depends on the diameter 𝑑𝑠 of the optical fibers used 
to guide the light to the spectrometer and the spectral dispersion on the 
photodetector. Finally, [𝑋𝑖] is the population density of the lower level 
of the transition 𝑗 considered for the species 𝑋.

Since the plasma is assumed to be at LTE, the values of [𝑋𝑖], and 
thus the composition of the plasma, can be calculated from the thermo-

dynamic conditions if they are known. Since the gate delay 𝑡 = 10 μs is 
large, the plasma is assumed to be relaxed in terms of expansion [86]. 
We therefore assume that its pressure is that of ambient argon, i.e. 
𝑝 = 105 Pa. Diffusion took place and argon is uniform within the plasma. 
It is also composed of other species depending on the nature of the sam-

ple on which the laser shots are performed.

3.6.1. Ti-Al-V sample

The complete characterisation of the plasma emitting the Ti-Al-V 
(TA6V sample) spectrum of Fig. 7 requires the determination of 𝑥𝐴𝑟, 𝑇𝑒
and 𝑧𝑝.

1. 𝑥𝐴𝑟
The atomic masses of Ti, Al and V are mutually quite close. More-

over, the diameter 𝑑𝐿 of the laser spot is large compared to the 
characteristic grain size of the sample. Therefore, matrix effects 
can be expected to play a small role in the generation of the laser-

induced plasma. Therefore, we assumed that the relative mole frac-

tions of titanium, aluminium and vanadium in the plasma are the 
same as those in the TA6V sample. Argon is the main species due 
to the expansion of the plasma and to the late observation times 
favourable to the relaxation of the gradients by diffusion [87]. The 
mole fraction 𝑥𝐴𝑟 of argon in the plasma is therefore close to unity.

2. 𝑇𝑒
The spectrum of Fig. 7 for the TA6V sample shows several Ti+ lines 
whose intensity ratio to Ti lines is very sensitive to temperature. To 
recover the experimental ratio, the temperature 𝑇𝑒 cannot exceed 
9000 K.

3. 𝑧𝑝
For laser-induced plasmas obtained on a Si-O or Al-O alloy un-

der nitrogen at atmospheric pressure at a fluence of the order 
of 80 J cm−2, the plasma length is of the order of 700 μm at 
𝑡 = 5 μs [87]. For Si-O-Ba samples irradiated under argon at pres-

sure 𝑝 = 5 ×104 Pa with a fluence of 100 J cm−2, the plasma length 
is of the order of 850 μm at 𝑡 = 7 μs [75]. The expansion dynamics 
over long times therefore remain rather slow. Argon is known to 
confine the plasma during its expansion. This action is all the more 
effective the higher the pressure. On the other hand, the higher the 
fluence, the more intense the initial expansion. In our conditions 
where argon is used as the ambient gas at a pressure of 𝑝 = 105 Pa 
and the fluence is 260 J cm−2, the length of the plasma can be con-

sidered to be of the order of 1000 μm at the gate delay 𝑡 = 10 μs of 
observation.

We have determined by iteration the parameters 𝑥𝐴𝑟, 𝑇𝑒 and 𝑧𝑝 with 
the following constraints.

• Constraint on 𝑛𝑒
The line broadenings (mostly due to the Stark effect) are identical 
to those obtained on the spectra of Pd-Ti/T-Si samples, where the 
presence of hydrogen and the knowledge of Δ𝜆𝛼,𝑆 allow to estimate 
𝑛𝑒 with precision. The electron density is therefore of the order of 
1022 m−3.

• Constraints on the intensity of the Ti I lines at 655.483 and 
655.606 nm

The correlation proposed by Zeng et al. [83] tends to minimise the 

line broadenings. The Ti I lines at 655.483 and 655.606 nm have 
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Fig. 11. Evolution with the temperature of the number density of atoms 
(thin continuous lines), ions (dashed lines) and electrons (thick black line) 
of a plasma at 𝑝 = 105 Pa containing 𝑥𝐴𝑟 = 0.972, 𝑥𝑇 𝑖 = 2.41 × 10−2, 𝑥𝐴𝑙 =
2.86 × 10−3, 𝑥𝑉 = 1.01 × 10−3. With this composition, the Ti, Al and V relative 
mole fractions are the same as for the TA6V sample (cf. Table 4). The verti-

cal dashed line is related to the value of 𝑇𝑒 required to match the experimental 
spectrum (cf. Fig. 12).

Fig. 12. Comparison between the experimental (exp) and the calculated (LTE) 
spectra with 𝑥𝐴𝑟 = 0.972, 𝑥𝑇 𝑖 = 2.41 ×10−2 , 𝑥𝐴𝑙 = 2.86 ×10−3 , 𝑥𝑉 = 1.01 ×10−3 , 
𝑇𝑒 = 6400 K, 𝑝 = 105 Pa and 𝑧𝑝 = 1300 μm.

their Einstein coefficient referenced in the NIST database with an 
accuracy of 18% [21]. The iterative calculation is therefore per-

formed by keeping a tolerance of the same order on the intensity 
of these lines and not on their maximum spectral radiance.

The final composition obtained after these iterative calculations is 
𝑥𝐴𝑟 = 0.972, 𝑥𝑇 𝑖 = 2.41 × 10−2, 𝑥𝐴𝑙 = 2.86 × 10−3, 𝑥𝑉 = 1.01 × 10−3. 
Fig. 11 illustrates the evolution with temperature of the density of the 
species present. We can see that there is a plateau of electron density of 
2 × 1022 m−3 around 8000 K. Around this temperature, the densities of 
Ti+, Al+ and V+ remain constant while those of Ti, Al and V decrease 
with increasing temperature. This indicates an increase in the degree 
of ionization of the plasma. It should be noted that the [Al]/[Ti] and 
[V]/[Ti] ratios remain constant, as the [Al+]/[Ti+] and [V+]/[Ti+] ra-

tios. They directly depend on the composition. They confirm that this 
composition is the same as the one of the sample.

If we consider a temperature 𝑇𝑒 = 6400 K and a plasma length 
𝑧𝑝 = 1300 μm, the spectrum calculated over the interval [653, 659] nm 
is very close to the experimental spectrum obtained on the TA6V sam-

ple, as illustrated by Fig. 12. For the comparison displayed on Fig. 12, 
the background signal has been subtracted from the spectrum of Fig. 7. 
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The vanadium line at 653.142 nm is indeed very well found (cf. Ta-
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ble 5). Its intensity is in the ratio of that of the titanium lines due to 
the assumption that the composition of titanium, aluminium and vana-

dium in the plasma is the same as in the sample. It is observed that the 
default Stark broadening does indeed tend to somewhat underestimate 
the experimental values. It is interesting to note that the Ti II lines are 
well reproduced. These lines have a high temperature sensitivity. In-

deed, although the total density of Ti+ (which is the main ion) is almost 
constant around 8000 K, a variation in temperature leads to a varia-

tion in the population density of the upper states of the Ti II transitions 
at 655.564, 655.959 and 656.550 nm. This then changes the intensity 
of these lines, moving the reconstructed spectrum away from the ex-

perimental spectrum. The temperature 𝑇𝑒 = 6400 K is thus obtained. It 
leads to the value of the electron density 𝑛𝑒 = 1.6 × 1022 m−3. At this 
point, we do not develop an estimate of the uncertainty of the plasma 
parameters. This uncertainty is treated in section 3.6.3 for the tritiated 
sample.

The temperature obtained is fully consistent with that measured at 
long times under similar conditions [61,84,88,89]. In particular, the 
work reported by Khalil et al. [90] must be mentioned. They were car-

ried out on pure Ti in air at atmospheric pressure using laser pulses of 
8 ns duration at 532 nm under a laser irradiance of 1.35 × 1014 W m−2. 
The temperature at 𝑡 = 6 μs is in the range [4000, 7000] K. Except 
for the ambient gas and the composition of the sample, the condi-

tions of Khalil et al. are very close to our own. As argon confines the 
plasma, the temperature is slightly higher than under air [91,92]. Stud-

ies have been devoted to a comparison of the temperature obtained 
around 𝑡 = 10 μs on metal plasmas under similar irradiance conditions 
in argon and air (Aguilera et al. [93] on Fe, Gomes et al. [94] on Al-

Cu, Aguilera & Aragon [95] on steel alloy). These studies have shown 
that the temperature obtained under argon is about 1000 K higher than 
that observed under air. Assuming that the same is true for the Ti-Al-

V alloy, the range given by Khalil et al. can therefore be extended to 
[5000, 8000] K. The temperature 𝑇𝑒 = 6400 K belongs to this range. It 
can be noted that the temperature values obtained under argon around 
𝑡 = 10 μs on these metallic materials are very close to the value of 𝑇𝑒
determined here.

Aguilera et al. [96] report spectroscopic measurements made on a 
plasma obtained on a Fe-Ni alloy in air at atmospheric pressure un-

der an irradiance similar to our experiments, but at the wavelength 
1064 nm. They obtain a plasma radius measured parallel to the sur-

face of 2000 μm around 𝑡 = 15 μs. This value is quite close to the 
𝑧𝑝 = 1300 μm value obtained in our case at 𝑡 = 10 μs. The same au-

thors give after Abel inversion a mapping of the electron density and 
temperature in the case of Fe irradiated under the same conditions in 
air and argon. It should be noted that the uniformity of the plasma is ob-

served under argon. Around 𝑡 = 9 −11 μs, the plasma obtained under air 
has a larger diameter than under argon, with an equivalent 𝑧𝑝 length. 
This indicates that the aerodynamic behaviour of the plasma depends 
strongly on the nature of the external gas. Under argon, the length of 
the zone with the highest values of electron density and temperature 
is about 1200-1400 μm. These are the most emissive zones, and there-

fore the ones responsible for the observed spectrum. The 𝑧𝑝 = 1300 μm 
value determined here belongs to this interval.

On Fe in argon at 1064 nm, the value of the electron density mea-

sured by Aguilera et al. [93] is of the order of 2 × 1022 m−3 around 
𝑡 = 9 − 11 μs. This is very close to our result. For Fe-Ni alloy in air at 
1064 nm, the value of the electron density measured by Aguilera et 
al. [96] is of the order of 7 × 1021 m−3 around 𝑡 = 15 −18 μs. For Aguil-

era & Aragon [95] at 1064 nm on steel under argon, the electron density 
is 2.6 ×1022 m−3 at 𝑡 = 12 μs. On Ti, Hanif et al. [84] report an electron 
density between 5 × 1021 m−3 and 1.5 × 1022 m−3 in air at 532 nm un-

der similar irradiance conditions to ours around 𝑡 = 3.5 μs. For a higher 
gate delay, the electron density will have decreased and under argon, 
it will have increased. Given the low dynamics at long times, it can be 

expected that for Ti the electron density values will not have funda-



Journal of Nuclear Materials 591 (2024) 154924A. Favre, A. Bultel, M. Payet et al.

Table 8

Estimation of the 𝑋 atoms number in the gas phase from the ablation and from the 
calculation of the spectrum in Fig. 14.

Element 𝑋 Pd Ti H-T Si All

𝑁𝑋 from ablation 1.4 × 1013 3.0 × 1013 2.5 × 1014 1.8 × 1014 4.7 × 1014
𝑁𝑋 from the spectra 1.1 × 1012 6.6 × 1012 2.0 × 1014 8.3 × 1013 2.9 × 1014
mentally changed. The value obtained here of 𝑛𝑒 = 1.6 × 1022 m−3 is 
therefore quite consistent with these results.

This section has therefore shown that the reconstruction of the spec-

trum obtained under our observational conditions is possible assuming 
LTE and uniformity of the plasma produced. Moreover, the procedure 
adopted to reconstruct this spectrum leads to the composition, the den-

sity and the electron temperature values in coherence with direct exper-

imental results. This procedure has therefore been reproduced for the 
Pd-Ti/T-Si sample.

3.6.2. Pd-Ti/T-Si sample

The spectra in Fig. 9 show a rapid collapse in the intensity of the 
titanium lines from one shot to another. We have shown in the previous 
section the crucial role played by these lines in the reconstruction of the 
spectrum. In the following, we have therefore only focused on shot 1. 
As previously, the procedure is governed by certain constraints.

• Constraint on 𝑛𝑒
The broadenings of the Ti lines in the spectra of Fig. 7 are identical. 
The value 𝑛𝑒 = 1.6 × 1022 m−3 of the electron density determined 
previously is therefore retained.

• Constraint on 𝑝
Since the observation times 𝑡 = 10 μs are the same, the thermo-

dynamic conditions discussed previously remain valid. Thus, the 
plasma pressure is 𝑝 = 105 Pa.

• Constraint on 𝑇𝑒
The Ti II lines keep their strong dynamics. The temperature 𝑇𝑒 can-

not exceed 9000 K. Moreover, the pressure being the same as in 
the Ti-Al-V case, the product between the total density 

∑
𝑖[𝑋𝑖] and 

the temperature is conserved. Since the electron density is also con-

served as is the total ion density by electroneutrality, the only way 
to obtain a lower Ti I line intensity than in the Ti-Al-V case is to 
have a lower neutral density and therefore a higher plasma tem-

perature.

• Constraint on 𝑥𝑇 𝑖∕𝑥𝑃𝑑 ratio

The Pd and Ti layers of the Pd-Ti/T-Si sample absorb the laser ra-

diation. We have assumed that the ratio 𝑥𝑇 𝑖∕𝑥𝑃𝑑 in the plasma is 
equal to the ratio of the thicknesses of the layers involved.

• Constraint on 𝑧𝑝
The discussion of 𝑧𝑝 in the previous section showed that its value 
is rather weakly dependent on the nature of the sample. This value 
further depends on the nature of the ambient gas. We have there-

fore retained the value 𝑧𝑝 = 1300 μm determined for the Ti-Al-V 
sample.

With mole fractions 𝑥𝐴𝑟 = 0.922, 𝑥𝑃𝑑 = 4.62 × 10−4, 𝑥𝑇 𝑖 = 1.76 ×
10−3, 𝑥𝑆𝑖 = 2.2 × 10−2, 𝑥𝐻 = 2.74 × 10−2 and 𝑥𝑇 = 2.68 × 10−2, Fig. 13

shows the evolution of the plasma composition with temperature at 
𝑝 = 105 Pa. It can be seen that the electron density is close to 1022 m−3

around 8000 K. The best agreement with the experimental spectrum is 
shown on Fig. 14 where the temperature is 8900 K. In these conditions, 
the calculated spectrum radiance differs from the experimental one by 
3% (see section 3.6.3).

One can compare the temperature levels obtained in the two situa-

tions where the sample is or is not charged with H-T. For simplicity, we 
can consider that the plasma is metallic and that its average density �̄�
during the absorption phase of the laser pulse is insensitive to the pres-
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ence of hydrogen isotopes because of their very low atomic mass. By 
Fig. 13. Evolution with the temperature of the number density of atoms 
(thin continuous lines), ions (dashed lines) and electrons (thick black line) 
of a plasma at 𝑝 = 105 Pa containing 𝑥𝐴𝑟 = 0.922, 𝑥𝑃𝑑 = 4.62 × 10−4, 𝑥𝑇 𝑖 =
1.76 × 10−3, 𝑥𝑆𝑖 = 2.2 × 10−2, 𝑥𝐻 = 2.74 × 10−2 and 𝑥𝑇 = 2.68 × 10−2. The verti-

cal dashed line is related to the value of 𝑇𝑒 required to match the experimental 
spectrum (cf. Fig. 14). H and T overlap.

Fig. 14. Comparison between the experimental (exp) and the calculated (LTE) 
spectra with 𝑥𝐴𝑟 = 0.922, 𝑥𝑃𝑑 = 4.62 × 10−4, 𝑥𝑇 𝑖 = 1.76 × 10−3, 𝑥𝑆𝑖 = 2.2 × 10−2, 
𝑥𝐻 = 2.74 × 10−2, 𝑥𝑇 = 2.68 × 10−2, 𝑇𝑒 = 8900 K, 𝑝 = 105 Pa and 𝑧𝑝 = 1300 μm.

conservation of energy, the plasma specific enthalpy immediately after 
absorption of the laser pulse is

ℎ(𝜏𝐿, 𝑥𝐻−𝑇 ) = ℎ(0, 𝑥𝐻−𝑇 ) +
𝛼𝐿(𝑥𝐻−𝑇 )
𝑧𝑆𝑖(𝑥𝐻−𝑇 )

𝐹𝐿

�̄�
(15)

in which ℎ(0, 𝑥𝐻−𝑇 ) is its initial specific enthalpy and 𝛼𝐿(𝑥𝐻−𝑇 ) is the 
spectral absorptivity of the sample. The presence of hydrogen isotopes 
leads to a reduction in the absorption of the sample (see section 3.2). It 
also plays an important role concerning 𝑧𝑆𝑖 by virtue of (5) through the 
thermal diffusivity 𝑎𝑆𝑖 dependence. Owing to the link between 𝑎𝑆𝑖, the 
density 𝜌(0), the specific heat 𝑐𝑆𝑖(𝑥𝐻−𝑇 ) and the thermal conductivity 
𝑘𝑆𝑖(𝑥𝐻−𝑇 ) of the ablated material, we deduce

𝐹𝐿

√
𝜌(0)

√
𝑐𝑆𝑖(𝑥𝐻−𝑇 )
ℎ(𝜏𝐿, 𝑥𝐻−𝑇 ) = ℎ(0, 𝑥𝐻−𝑇 ) +
�̄� 𝜏𝐿

𝛼𝐿(𝑥𝐻−𝑇 )
𝑘𝑆𝑖(𝑥𝐻−𝑇 )

(16)
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The influence of the presence of hydrogen isotopes on the specific en-

thalpy obtained after absorption of the pulse is therefore in the factor

𝛾(𝑥𝐻−𝑇 ) = 𝛼𝐿(𝑥𝐻−𝑇 )

√
𝑐𝑆𝑖(𝑥𝐻−𝑇 )
𝑘𝑆𝑖(𝑥𝐻−𝑇 )

(17)

Even if 𝛼𝐿 decreases when 𝑥𝐻−𝑇 increases, 𝑐𝑆𝑖 increases very strongly 
when 𝑥𝐻−𝑇 increases. Roura et al. [97] have indeed shown that 𝑐𝑆𝑖 in-

creases by 10% when 𝑥𝐻 increases by 2%. Coupled with the fact that 
𝑘𝑆𝑖 decreases when 𝑥𝐻 increases [98] and assuming a similar behaviour 
for tritium, we deduce that 𝛾 increases when 𝑥𝐻−𝑇 increases. The spe-

cific enthalpy variation ℎ(𝜏𝐿, 𝑥𝐻−𝑇 ) − ℎ(0, 𝑥𝐻−𝑇 ) is then higher in the 
presence of hydrogen isotopes. Since the plasma is essentially argon, its 
temperature is likely to be higher in the presence of hydrogen isotopes. 
The results obtained above are therefore consistent with the analysis 
developed here.

Finally, the conservation of the number of atoms can be verified. 
First, the number of plasma constituents can be estimated by the abla-

tion discussed in section 3.2. It is assumed that the laser-matter interac-

tion leads to the solid→gas transition of a cylindrical cone of diameter 
𝑑𝐿 and height 𝑧𝑆𝑖, limited by two successive layers of Pd and Ti of thick-

ness 𝑧𝑃𝑑 and 𝑧𝑇 𝑖, respectively. Assuming a charge of 0.7 H-T atoms for 
a palladium atom, 2 H-T atoms for a titanium atom and 1 H-T atom for 
a silicon atom (see section 2.2), we obtain the numbers of atoms end-

ing up in the gas phase listed in Table 8. The number of atoms in the 
gas phase can also be estimated by the mole fractions to recover the 
spectrum in Fig. 14. The total density in the plasma of pressure 𝑝 and 
temperature 𝑇𝑒 is 𝑝∕(𝑘𝐵 𝑇𝑒). The density of ions and neutrals is therefore 
𝑝∕(𝑘𝐵 𝑇𝑒) − 𝑛𝑒. The density of heavies other than argon is consequently 
(1 − 𝑥𝐴𝑟) 

[
𝑝∕(𝑘𝐵 𝑇𝑒) − 𝑛𝑒

]
. The plasma is assumed to be bounded by a 

half-sphere of radius 𝑧𝑝 resting on the sample. The mole fraction of the 
species 𝑋 being 𝑥𝑋 , the number of atoms involved in the plasma is

𝑁𝑋 = 𝑥𝑋
2
3
𝜋𝑧3

𝑝

(
1 − 𝑥𝐴𝑟

) ( 𝑝

𝑘𝐵 𝑇𝑒
− 𝑛𝑒

)
(18)

Table 8 gives the values. The results depart from a factor of 2 to 10. Let 
us remind that very simple assumptions have been made to estimate 𝑁𝑋

in both cases. Nevertheless, this opens the question of the uncertainty 
of the previous composition determination.

3.6.3. Uncertainty estimate

We have defined the relative deviation from the radiance experi-

mentally observed on the [𝜆1, 𝜆2] spectral range by

Δ𝜆2
𝜆1

=
∫ 𝜆2
𝜆1

𝐿𝜆 𝑑𝜆− ∫ 𝜆2
𝜆1

𝐿
𝑒𝑥𝑝

𝜆
𝑑𝜆

∫ 𝜆2
𝜆1

𝐿
𝑒𝑥𝑝

𝜆
𝑑𝜆

(19)

where 𝐿𝑒𝑥𝑝

𝜆
is the experimental spectral radiance without the back-

ground contribution. The relative deviation Δ𝜆2
𝜆1

leads to quantify the 
uncertainty in the agreement with the experimental spectrum, the un-

certainty of the conversion in spectral radiance being disregarded.

An optimization procedure is implemented to search the values of 
the parameters 𝑛𝑒, 𝑇𝑒, 𝑧𝑝, 𝑥𝑆𝑖, 𝑥𝐻∕𝑥𝑇 and 𝑥𝑇 ∕𝑥𝑇 𝑖 minimizing Δ𝜆2

𝜆1
on 

the [654, 658] nm spectral range. The ratios 𝑥𝐻∕𝑥𝑇 and 𝑥𝑇 ∕𝑥𝑇 𝑖 are 
considered since they have a direct influence of the relative contribu-

tion of the H, T and Ti lines in the spectrum on this spectral range. The 
plasma characteristics of section 3.6.2 correspond to a minimum for 
Δ𝜆2
𝜆1

of 3%. To illustrate the uncertainty of the determination, Table 9

gives the values of Δ𝜆2
𝜆1

on the [654, 658] nm spectral range for differ-

ent values of each parameter, all the others keeping the value derived 
from the minimization procedure. If we consider that the uncertainty 
on the spectrum reconstruction on the [654, 658] nm spectral range is 
Δ𝜆2
𝜆1

= 3%, one deduces the uncertainty on the determination of each pa-

rameter as the difference between its final value and the value required 
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to obtain Δ𝜆2
𝜆1

= 0.
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For instance, the 𝑛𝑒 value leading to Δ𝜆2
𝜆1

= 0 derived from Table 9

is 1.61 × 1022 m−3. The final value is 1.65 × 1022 m−3. The absolute un-

certainty is then 4 × 1020 m−3, in other words the relative uncertainty 
is ∼ 2%, i.e. ± 1%. Since electron density drives the Stark broadening, 
the uncertainty in terms of wavelength calibration has to be included. 
Moreover, the assumptions made about the Stark broadening parame-

ters have to be considered, but their impact is difficult to evaluate. All 
these contributions should be added to the ∼ 2% estimated above. We 
do not further develop this aspect.

For 𝑇𝑒, the previous procedure leads to 40 K of uncertainty. Let us 
remind that the 𝑇𝑒 value drives the population density of the upper level 
of the transitions, therefore the radiance of the lines, then their spectral 
radiance distribution owing to their broadening. Since the agreement 
with the experimental spectrum is estimated through the radiance, the 
previous uncertainty has to be added to the one due to the pyrometer. 
The latter uncertainty is close to 40 K (± 20 K). Including the uncer-

tainty on the tungsten ribbon lamp current setting, the total uncertainty 
is therefore ∼ 100 K (± 50 K).

The uncertainty on 𝑧𝑝 first estimated by Table 9 is ∼ 40 μm, there-

fore ∼ 3%. But at constant parameters, changing the 𝑧𝑝 value leads 
to the linear modification of the radiance of the spectrum. Indeed, the 
transitions over the [654, 658] nm spectral range are optically thin. The 
uncertainty resulting from the calibration procedure has to be added. 
As a result, the final uncertainty on the determination of 𝑧𝑝 is ∼ 19% 
(∼ ± 10%).

The uncertainty on 𝑥𝑆𝑖 is significant. Assuming linearity of the evo-

lution of Δ𝜆2
𝜆1

with 𝑥𝑆𝑖, the value 𝑥𝑆𝑖 = 1.38 × 10−2 is necessary to 

have Δ𝜆2
𝜆1

= 0. The relative uncertainty is therefore (2.2 × 10−2 − 1.38 ×
10−2)∕2.2 × 10−2 = 37%. This important value can be explained by the 
role played by silicon. Indeed, as illustrated by Fig. 13, Si acts as an ions 
provider allowing to reach by electroneutrality a sufficiently high elec-

tron density close to that experimentally observed. This means that if Si 
is not included in the composition, it is impossible to reproduce the ex-

perimental spectrum. The silicon mole fraction uncertainty is therefore 
a function of the uncertainty of 𝑛𝑒 and 𝑇𝑒 through the Saha equilibrium 
law. Anyway, the uncertainty has no particular influence in the present 
case.

Working on 𝑥𝐻∕𝑥𝑇 is more interesting because this ratio directly 
drives the spectrum in terms of relative hydrogen/tritium contribution 
and is therefore completely independent of the uncertainty of the spec-

tral radiance calibration. With the same procedure as the one used 
above to estimate the electron density uncertainty, we obtain an ab-

solute uncertainty of 0.01 for this ratio, therefore a relative uncertainty 
of 9% (∼ ± 5%). This uncertainty includes the perturbation of the ti-
tanium lines since it is based on the radiance on the [654, 658] nm 
spectral range and the noise of the signals. The spectral radiance cali-

bration playing no role, we can conclude that this value of 9% is the 
final relative uncertainty on the hydrogen/tritium ratio inside the ab-

lated material. Similar conclusions can be derived regarding the 𝑥𝑇 ∕𝑥𝑇 𝑖
ratio. Table 9 leads to a 5% uncertainty on its value.

4. Conclusion

The detection of tritium by LIBS in a metallic material is reported. 
The material concerned is a silicon substrate on which a 55 nm thick 
layer of titanium and an external 16 nm thick layer of palladium have 
been deposited by sputtering. The material is loaded by infusion first 
with hydrogen for 1 hour, then with tritium for 64 hours at 573 K under 
a pressure slightly higher than 105 Pa. The tritium concentration thus 
obtained is close to saturation in the thin films and significant over the 
first hundred nanometers in the silicon substrate.

Using a specifically designed device equipped with a top-hat type 
laser source, we irradiated the sample with an energy of 25 mJ for 
6.9 ns on a spot of 110 μm in diameter. The sample was placed in argon 

at atmospheric pressure.
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Table 9

Values of Δ𝜆2
𝜆1

(defined by equation (19)) on the [654, 658] nm spectral range for 
different values of 𝑛𝑒 , 𝑇𝑒, 𝑧𝑝, 𝑥𝑆𝑖, 𝑥𝐻∕𝑥𝑇 and 𝑥𝑇 ∕𝑥𝑇 𝑖. When a parameter is modified, 
the value of the other parameters remains unchanged with respect to the final value.

Parameter (unit) Value Δ𝜆2
𝜆1

(%) Parameter (unit) Value Δ𝜆2
𝜆1

(%)

1.25 × 1022 -29.3 8675 -9.3

1.45 × 1022 -13.3 8775 -4.0

𝑛𝑒 (m−3) 1.65 × 1022 3.1 𝑇𝑒 (K) 8875 3.1

1.85 × 1022 20.8 8975 11.8

2.05 × 1022 39.4 9075 21.5

1100 -12.7 1.8 × 10−2 1.4

1200 -4.8 2.0 × 10−2 2.4

𝑧𝑝 ( μm) 1300 3.1 𝑥𝑆𝑖 2.2 × 10−2 3.1

1400 11.1 2.4 × 10−2 3.8

1500 19.0 2.6 × 10−2 4.4

0.82 -4.0 13.25 -6.4

0.92 -0.2 14.25 -1.1

𝑥𝐻∕𝑥𝑇 1.02 3.1 𝑥𝑇 ∕𝑥𝑇 𝑖 15.25 3.1

1.12 6.8 16.25 8.1

1.22 10.5 17.25 13.0
The laser-induced plasma spectrum has been analyzed in detail over 
the [653,659] nm spectral range centered on the 𝛼 lines of the Balmer 
series. This spectrum includes titanium, hydrogen and tritium lines. By 
comparison with that obtained on an uncharged sample, this spectrum 
highlighted the modification of the properties of the material induced 
by the infusion process. Shots performed at the same location revealed 
the increased diffusion of hydrogen compared to tritium within the ma-

terial. The observation times, quite late, allow a sufficient reduction in 
the electron density of the laser-induced plasma leading to sufficient 
spectral resolution and to the distinct observation of the lines of hydro-

gen and tritium despite a significant overlapping.

The presence of argon and the chosen observation times allow the 
plasma to be in the conditions of local thermodynamic equilibrium at 
known pressure. Argon on the other hand ensures that it is uniform. 
The plasma spectrum can therefore be calculated from the solution of 
the radiative transfer equation. We checked the validity of this calcu-

lation by retrieving precisely the spectrum obtained experimentally on 
a Ti-Al-V sample for which the composition is known. The procedure 
thus verified, we reproduced it for the sample containing tritium and 
hydrogen. Its composition was then deduced. We obtained a composi-

tion satisfactorily compatible with the conditions of preparation of the 
sample.

This possibility of detecting tritium by LIBS will be applied to triti-
ated bulk tungsten samples to go further in verifying its applicability to 
the PFCs characterization.
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